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Abstract
The objective of the current more or less theoretical study was to 

provide another example of a successful use of computational and 
modeling tools from the theory of dynamic systems in pharmacokinetic 
modeling. The tools considered here, were used to develop 
mathematical models of the pharmacokinetic behavior of ethanol 
following its intravenous infusion to dogs. The data used in this study, 
were drawn from the study: (Rheingold JL, Lindstrom RE, Wilkinson PK, A 
new blood-flow pharmacokinetic model for ethanol. J Pharmacokinet 
Biopharm. 1981; 9:3261-3278). The method developed by Dedík and 
Ďurišová was employed for modeling purposes. A description of the 
method considered here has been published in the study: Dedík L, 
Ďurišová M. (Advanced system approach based method for modeling 
biomedical systems. In International Conference of Computational 
Methods in Sciences and Engineering, ICCSE 2004. T. Simos, G. 
Maroulis (Eds). Koninklijke Brill NV: Leiden, Netherlands 2004, 136-139). 
As it follows from the results obtained, the mathematical models 
developed successfully described the pharmacokinetic behavior 
of infused ethanol in all dogs studied. The modeling method used in 
the current more or less theoretical study is an alternative modeling 
method to modeling methods frequently used in pharmacokinetics. 

Introduction
The current study is related to the study by Rheingold et al. 

describing a new blood-flow pharmacokinetic model for ethanol, and 
published in the March 1981 issue of Journal of Pharmacokinetics 
and Biopharmaceutics [1]. Using the data published in the study 
cited here, another example of a successful use of computational and 
modeling tools from the dynamic systems theory in pharmacokinetic 
modeling was provided in this more or less theoretical study 
(thereafter only in the current study). The previous examples can 
be found in the full-text articles available free of cost at the Internet 
address: http://www.uef.sav.sk/advanced.htm.

A short description of the study [1] is as follows: 1) ethanol was 
administered to healthy full-grown mongrel dogs weighing 18-31 kg 
by an intravenous infusion over 10 minutes; 2) two different ethanol 
doses (0.13 and 0.26 g/kg) were used; 3) the ethanol infusion was 
performed with indwelling catheters in the hepatic artery, hepatic 
vein, portal vein, and femoral artery; 4) following the ethanol 
infusion concentrations of ethanol in the femoral artery and femoral 
vein were determined; 5) to develop mathematical models of the 
pharmacokinetic behavior of ethanol, the modeling program named 
CSMP (Continuous System Modeling Program) [2] and a modeling 
method frequently used in pharmacokinetics were employed. In the 
current study, mathematical models of the pharmacokinetic behavior 

of the infused ethanol in dogs were developed, using an alternative 
modeling method to that used in the study [1], i.e. the modeling 
method based on the theory of dynamic systems and the computer 
program named CTDB (Complex Tools Data Base) [3]. A demo 
version of CTDB is available free of cost on the Internet address: 
http://www.uef.sav.sk/advanced.htm. 

Dynamic processes associated with the fate and disposition of an 
administered drug in a human and/or animal body are influenced not 
only by various dynamic interactions between the drug administered 
and physiological environment but also by various factors, see for 
example the following studies [3-10]. Therefore, several articles 
described investigations of dynamic processes associated with fate 
and disposition of administered drugs in a human or animal body 
using computational and modeling tools from the theory of dynamic 
systems, see for example the following studies [3-8]. A few examples 
describing the successful use of computational and modeling tools 
from the theory of dynamic systems in pharmacokinetic modeling 
can be found in the full-text articles available free of cost on the 
Internet address: http://www.uef.sav.sk/advanced.htm.

Materials and Methods
The modeling of the pharmacokinetic behavior of ethanol in the 

dogs was performed in the following way: In the first step, ADME 
related dynamic systems, denoted by H, were defined using transfer 
functions, denoted by H(s), in the Laplace domain 
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In Eq. (1), s is the Laplace variable, Cethanol(s) is the Laplace 
transform of the concentration-time profile of ethanol in the femoral 
artery, and/or the femoral vein, and Iethanol(s) is the Laplace transform 
of the ethanol infusion. (ADME is an acronym frequently used in 
pharmacokinetics and pharmacology, for absorption, distribution, 
metabolism, and excretion, of a drug administered). In the following 
text the ADME related dynamic systems H were simply called the 
dynamic systems H. Mathematical models of the dynamic systems H 
were developed using the method described previously [3-8]. A short 
description of the modeling method used is as follows: For modeling 
purposes, the transfer function model HM(S), described by the Eq. (2), 
was used: 
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On the right-hand-side of Eq. (2) is the Padé approximant to 
the model transfer function HM(S), G is an estimator of the model 
parameter called the gain of the dynamic system H, a1, …an, b1, … bm 
are the additional model parameters, and n is the highest degree of the 
nominator polynomial, m is the highest degree of the denominator 
polynomial, where n < m [3-7]. 

In the second step, the transfer functions H(s) were converted 
into equivalent frequency response functions, denoted by F(ij) in the 
complex domain [3-7]. In the third step, the non-iterative method 
published previously [11] was used to determine models of frequency 
response functions FM(iωj) and point estimates of the parameters 
of the model frequency response functions FM(ij) in the complex 
domain. The model of the frequency response function FM(iωj) used 
in the current study is described by the following equation: 
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Analogously as in Eq. (2), n is the highest degree of the numerator 
polynomial of the model frequency response function FM(iωj), m 
is the highest degree of the denominator polynomial of the model 
frequency response function FM(iωj), i the imaginary unit, and ω is 
the angular frequency in Eq.(3). In the next step, the model frequency 
response functions FM(iωj) were refined, using the Monte-Carlo and 
the Gauss-Newton method in the time domain. In the fifth step, the 
Akaike information criterion was used to discriminate among the 
models frequency response functions FM(iωj) of different complexity 
and to select the best models frequency response function FM(iωj) 
[12]. In the final step, 95 % confidence intervals for each parameter of 
the final models FM(iωj were determined. 

Results
The results obtained for dog no.1, were arbitrarily chosen, to 

show the results obtained. The final fourth-order model of FM(iωj) 
selected with the Akaike criterion is described by Eq. (4): 
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This model provided good fit to the ethanol concentration data 
in all dogs studied. Estimates of model parameters a0, a1, a2, a3, b1, b2, 
b3 and b4 were: 

a0=.99±0.09, a1=.99±0.09, a2=60.51±2.35 (min2), a3=60.51±7.83 
(min3), b1=472.8±99.2 (min), b2=72.8±6.5 (min2), b3=46787.8±323.5 
(min2), b4=98568.8±125.8 (min4).

Model-based estimates of primary pharmacokinetic variables 
included: the distribution volume of ethanol, the rate of elimination 
of ethanol, the time of occurrence of the maximum observed 
plasma concentration of ethanol, the maximum observed plasma 
concentration of ethanol, the plasma elimination half-time of ethanol, 
and total body clearance of ethanol. The primary pharmacokinetic 
variables are listed as means with SDs in Table 1.

Figure 1 shows the observed concentration-time profile of ethanol 
in the femoral artery, and description of the observed profile with 

the model of the dog’s dynamic system H. Analogous results were 
obtained for all dogs studied. 

Discussion
Many examples of analyses of the pharmacokinetic behavior of 

ethanol can be found by a MEDLINE search. Therefore the current 
study was not aimed at investigating the pharmacokinetic behavior of 
ethanol. In contrast, the current study was aimed at providing another 
example of a successful use of computational and modeling tools 
from the theory of dynamic systems in pharmacokinetic modeling. 
As it follows from the results obtained, that the alternative modeling 
method used in the current study was appropriately employed, 
because the developed mathematical models of the dynamic systems 
H successfully described the pharmacokinetic behavior of the 
infused ethanol in all dogs studied, as seen for example in the result 
obtained for dog. no.1 in Figure 1. As seen in Figure 1 the observed 
concentration-time profile of the infused ethanol in the femoral 
artery of dog no.1, was successfully described with the developed 
mathematical model of the dynamic system H. Although all results 
obtained were not shown, basically similar results were obtained for 
all dogs studied.

Transfer functions are very useful tools for technical investigations. 
A mathematical idea to describe the pharmacokinetic behavior of an 
administered drug with a transfer function is not recent. A transfer 
function was introduced to pharmacokinetic research as early as in 
1981 [13-15].

1th     Estimated value v 

Meb Volume of distribution (l/kg) 0.62  0.63±0.05*

MRa Rate   of ethanol elimination
 (mg (dl/hr) 7.35 19.6±1.25

Maximum ethanol concentration
in the femoral artery (mg/ml) 19.6  0.7044± 0.06

Time to reach maximum ethanol
concentration in the femoral artery (min) 19.6 10.22±1.21

Table 1: List of key ethanol kinetics variables.

*SD
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Figure 1: Ethanol concentration in the femoral artery dog no.1 and the 
developed mathematical model of the pharmacokinetic behavior of 
ethanol in dog no.1. The points and the line correspond to the observed and 
model-predicted blood ethanol concentrations, respectively.
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The models developed in the current study did not attempt to 
address all aspects of the pharmacokinetic behavior of the infused 
ethanol in dogs, because of the following reasons: First: it was not the 
aim of the current study to address all aspects of the pharmacokinetic 
behavior of the infused ethanol in dogs; Second: no mathematical 
model can describe in detail the pharmacokinetic behavior of ethanol 
in a dog’s body; Third: in principle, it is difficult to describe real 
dynamic systems precisely using mathematical equations, since the 
systems considered here often have an inherent uncertainty. 

A review of the literature reveals that the modeling method used 
in the current study has not been widely utilized in pharmacokinetics 
as yet. Therefore, the current study was written in a language that 
readers not familiar with the theory of dynamic systems will easily 
understand.

The terminology used in the current study is commonly used 
in technical investigations. It is significantly different from the 
terminology commonly used in pharmacokinetic investigations. The 
fundamental difference is between the physiological nature of the 
information conveyed by a physiological system and the functional 
nature of the information conveyed by the dynamic systems used in 
the current study. In current study, the dynamic systems were used as 
working tools to mathematically represent dynamic processes [9,10] 
associated with the pharmacokinetic behavior of ethanol in the dog’s 
body. Another difference concerns the use of the term “dynamic”. In 
the current study the term, dynamic “was used to indicate that the 
pharmacokinetic behavior of ethanol in the dog’s body is characterized 
by continuous changes. In contrast in pharmacokinetics the term 
“dynamic” is used with respect to effects of drugs. Dynamic systems 
used in the current study are abstract mathematical constructs, 
without any physiological relevance. They were used as working tools 
to describe mathematically how one state of the pharmacokinetic 
behaviour of ethanol in a dog’s body developed into another state 
over the course of time. Transfer functions are the fundamental 
equations for analyzes of dynamical systems. They are not unknown 
in pharmacokinetics. They were introduced to pharmacokinetics 
as early as in 1981 [13-15]. Transfer functions are usually called 
disposition functions in pharmacokinetic research [16]. Advantages 
of the modeling methods based on the theory of dynamic systems 
over the traditional modeling methods used in pharmacokinetics 
were described in detail in the authors’ previous study [6].

The only and significant difference between “older dynamic 
system approaches” and the dynamic system approach employed 
in the current study is the use of the approaches considered here: 
“Older” dynamic system approaches are frequently used in technical 
investigations. In contrast, the current dynamic systems approach has 
been used in the pharmacokinetic investigation in the current study 
and in the studies previously published, available free of cost on the 
Internet address: http://www.uef.sav.sk/advanced.htm.

Concluding Remarks
Much work remains to be done in order to further develop the 

modeling method used in the current study, and to implement the 
modeling method used in user-friendly pharmacokinetic modeling 
software. One of founders and of internationally known leaders in 
the pharmacokinetic research Professor John G. Wagner in his work 

[17] wrote: A modern view of pharmacokinetics must include both 
linear and nonlinear systems. The current study is in line with the idea 
presented by Professor John G. Wagner in his earlier work cited here.
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